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Leerdoelen
• Inzicht krijgen in het proces van Kunstmatige 

Intelligentie

• Weten wat mogelijke valkuilen van KI zijn

• Besef van relevante wet- en regelgeving binnen de EU

• Kennis van bestaande methoden en checklists te 
gebruiken bij ontwikkeling en uitrol van KI
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Stappen in het KI Process

Clinical Problem

Data Collection

Data Annotation

Training

Testing

External Validation



Start van een project
Machine Learning Canvas

• Louis Dorard

• https://www.ownml.co/
machine-learning-canvas



Waarom ML Canvas?

• Describe complex ML systems in a comprehensible and structured way.

• Early engagement of stakeholders in the ML development process

• Get the key elements of a project

• Assess feasibility

• Detect bottlenecks and technical constraints early on

• Collaboration in the team

• Plan work and choose the right tech



Why the ML Canvas?

Who is the end-user? 
What are their 

objectives? How will 
they benefit from the 
ML system? Mention 
workflow/interfaces.

How are predictions 
turned into proposed 

value for the end-
user? Mention 

parameters of the 
process / application 

that does that.

Type of task? Entity on 
which predictions are 

made? Possible 
outcomes? Wait time 
before observation?

Strategy for initial 
train set & continuous 
update. Mention 
collection rate, 
holdout on production 
entities, 
cost/constraints to 
observe outcomes

Where can we get 
(raw) information on 
entities and observed 
outcomes? Mention 
database tables, API 
methods, websites to 
scrape, etc

When do we make 
real-time / batch 
pred.? Time available 
for this + featurization 
+ post-processing? 
Compute target?

Methods and metrics 
to evaluate the system 
before deployment?

How many prod 
models are needed? 
When would we 
update? Time available 
for this (including 
featurization and 
analysis)?

Input representations 
available at prediction 
time, extracted from 
raw data sources.

Metrics to quantify value creation and measure the ML system’s 
impact in production (on end-users and business)?



Pneumothorax: 
definition and diagnosis

Pneumothorax (PTX)
• Air in the pleural space, causing partial collapse of the lung

• Occurrence of 15% in blunt thorax trauma cases

• Has to be treated prior to mechanical ventilation to avoid 
tension PTX (can lead to shock or death)

Diagnosis 
• CT is gold standard

• Chest X-ray recommended for initial assessment (ATLS 
guidelines): fast, simple, cheap, always possible





Data Collection



Data Collection

• Probably the most important part of the process

• Very often the limiting factor

• Data Quality

• Standardization

• Small data set

• Bias

anonimisation

pseudonimisation



Datasheets for Datasets



Data sheets for datasets

• Motivation

• Composition

• Collection process

• Preprocessing/cleaning/labeling

• Uses

• Distribution

• Maintenance

https://arxiv.org/abs/1803.09010
https://www.microsoft.com/en-us/research/project/datasheets-for-datasets/

https://arxiv.org/abs/1803.09010


Data Collection



Pneumothorax detection

• Dataset already available in public domain
• Con: No influence on data collection/selection

• Pro: easy to start with

• ChestXray141

• 112.120 Xrays

1X. Wang, et al. ChestX-ray8: Hospital-scale Chest X-ray Database and Benchmarks on Weakly- Supervised Classification and Localization of Common Thorax Diseases, IEEE CVPR, pp. 3462-3471,2017



Data Annotation



Data Annotation/Labeling

• Annotation/Label quality!
• Appropriate for the task at hand? (global/local labels)

• Class balance? (the more imbalance, the more difficult the task, the 

more data likely needed to solve it)

• Consistency? (everyone used the same labeling guidelines/procedure?)

• Label format? (computer readable? Or hidden in e.g. radiology report?)



Data Annotation/Labeling

Heart segmentation:
Local, pixel level labels

Fracture detection:
Global or local labels?



Data Annotation/Labeling

• Manual delineation of regions of interest (ROI)

• Time consuming

• inter- en intra-observer variability

• Semi-automatic: some user interaction
• Dependent on starting ROI

• Variability of seedpoint selection

• Less user dependent than manual



Data Annotation/Labeling

Velazquez et al. Radiotherapy and Oncology 2012 & Scientific Reports 2013



Data Annotation/Labeling

• Variation in CT 
reconstruction 
algorithm

• 1 mm soft 
kernel, 2 mm 
soft kernel, and 
2 mm sharp 
kernel

Wang et al. Eur Radiol 2010



Pneumothorax detection

• Publicly available X-ray dataset: 
ChestXray141

• 112.120 Xrays

• 14 labeled diseases

• ~60.000 images with 
‘No Findings’

1X. Wang, et al. ChestX-ray8: Hospital-scale Chest X-ray Database and Benchmarks on Weakly- Supervised Classification and Localization of Common Thorax Diseases, IEEE CVPR, pp. 3462-3471,2017



Model training



Data split

Training set

Test set

Validation set



So how does a computer learn?

• Learns by calculating how wrong 
it is: The loss

• Training phase:
─ Provide input and the correct output

─ Computer predicts the output

─ Calculates the error from the correct 
output

─ Reiterates
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Epoch: one iteration over the full dataset 

Train for 1 epoch

Repeat for n epochs

Model

Stop training when validation loss does not decrease for x
epochs

Fully trained model

Select model with
lowest validation
loss



Loss graph
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Model training

InceptionV3 architecture1

Input: 299x299

Data augmentation:
Rotations 𝛼 ∈ [−25°, +25°]

Translations Δ𝑥, Δ𝑦 ∈ [−0.1, +0.1]

Brightness Δ𝐵 ∈ [−0.3, +0.3]

Dataset split:
Train/validation/test: 80/10/10

Trained for 100 epochs

Model training and evaluation 26
1. Szegedy C, Vanhoucke V, Ioffe S, Shlens J (2016) Rethinking the Inception Architecture for Computer Vision. 2016 IEEE Conf Comput Vis Pattern Recognit. 



Random horizontal flip
Random rotation/scaling/translation

Random brightness/contrast adjustment

No augmentations

Data augmentation



Model Validation and Testing



Example Carotid artery ultrasound

AI training Summary

Task Segmentation of carotid artery lumen

Number of images 1060 labeled, 2500 total

Annotation procedure Manual annotation

Performance measure Pixelwise dice coefficient

𝑑𝑐 =
2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁

Current model performance on test set 𝑑𝑐 = 0.93

Train/validation/test split 848/106/106

Network architecture Unet



Examples of low dice results

Obtained with early version of the model! -> 
low amount of training images

Ground Truth

AI output



Examples of high dice results

Ground Truth

AI output



Model Validation and Testing
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Explainability

33

Understanding “why” the network arrives at its prediction

1.Failure mode analysis
Inspect misclassified samples, see if there is a pattern

2.Do the classification pixel-wise (i.e. make it a 
segmentation problem)

Requires contours as labels (often not available)
Requires different model architecture

3.“Saliency map” or “heatmap” of pixel relevance
Indicates how much each pixel in the input contributes to model output
Layer-wise relevance propagation



Explainability – Grad-CAM
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Explainability – Deep Taylor Decomposition
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Explainability – Deep Taylor Decomposition
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FALSE NEGATIVES



Explainability – Deep Taylor Decomposition
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TRUE POSITIVES



Explainability – Deep Taylor Decomposition
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FALSE POSITIVES



Explainability – Deep Taylor Decomposition
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TRUE POSITIVES



Dataset Bias!

40

• CHX 14: PTX images are biased
• Large fraction of post-treatment images in 

dataset

• Causes a bias towards X-rays with drain

• Correct classification, but not suitable for 
diagnostics

• Impossible to tell from the metrics alone
• Heatmap/relevance map useful tool to 

understand model decision making



Model Deployment and Quality 
Assurance



AI Market situation

• https://grand-challenge.org/aiforradiology/
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AI Market situation

• 100 CE Marked AI products from 54 vendors

• 64/100 have no peer review evidence

• 36/100 have evidence from 237 papers

• 116/237 papers were independent and not (co-)funded 
or (co-)authored by the vendor

• Only 18/100 AI products have demonstrated (potential) 
clinical impact!!

7-9-2022 Footer
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Checklist AI assessment

1. Relevance

2. Performance and Validation

3. Usability and Integration

4. Regulatory and Legal Aspects

5. Financial and Support services considerations

7-9-2022 Footer
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Challenges in QA

Performance of AI is influenced by:

• Data Drift
• New scanner coming in

• Concept Drift
• Ideas about diagnosis/conclusion changes

• Population Drift
• Patient groups change





ELSA Issues



ELSA Issues

Ethical

• Informed Consent

• Safety and 
Transparency

• Algorithmic 
Fairness and Bias

• Data Privacy

Legal

• Safety and 
effectiveness

• Liability

• Data protection 
and privacy

• Cybersecurity

• Intellectual 
Property law



Regulatory Concepts EU

• General Data Protection Regulation (GDPR)

• Medical Device Regulation (MDR)
• Software as a Medical Device (SaMD)

• Ethical Guidelines for Trustworthy AI



Regulatory Concepts - GDPR

“Right for an individual to obtain a meaningful
explanation when automated (algorithmic) decision-

making is involved.”



Regulatory Concepts - MDR

Beckers. Kwade, Zanca. Physica Medica 2021;83:1-8



Regulatory Concepts - MDR

MDCG 2019-11 – Guidance on Qualification and Classification of Software in Regulation (EU) 2017/745 - MDR



MDCG 2019-11 – Guidance on Qualification and Classification of Software in Regulation (EU) 2017/745 - MDR

Regulatory Concepts - MDR



MDCG 2019-11 – Guidance on Qualification and Classification of Software in Regulation (EU) 2017/745 - MDR

Regulatory Concepts - MDR



Regulatory Concepts - MDR

• Also for in-house developed software!

• CE marking is not required when software is developed, used, and 
maintained only within a health institution, under certain conditions: 
• software cannot be transferred to another legal entity
• health institution justifies that the target patient group’s specific needs cannot be 

met or cannot be met at the appropriate level of performance by an equivalent 
device available on the market. 

• The health institution needs to prepare documentation containing e.g. design and 
performance information of the device AND to review experience gained from 
clinical use of  the software and take necessary corrective actions.

Beckers. Kwade, Zanca. Physica Medica 2021;83:1-8



Regulatory Concepts - Ethical Guidelines
Trustworthy AI

• Ethical Guidelines for trustworthy AI

• Independent High-Level experts group on AI

• Started by the European Commission in June 2018

58https://altai.insight-centre.org/



Regulatory Concepts - Ethical Guidelines
Trustworthy AI
7 Requirements:

1. Human Agency and Oversight;

2. Technical Robustness and Safety;

3. Privacy and Data Governance;

4. Transparency;

5. Diversity, Non-discrimination and Fairness;

6. Societal and Environmental Well-being;

7. Accountability.
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Self assessment results and 
recommendations
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Self assessment results and 
recommendations



Hulpmiddel Handelingsruimte Waardevolle AI voor 
gezondheid en zorg

• Om onderzoekers en ontwikkelaars in het traject van 
ontwikkeling tot opschaling van waardevolle artificiële 
intelligentie (AI) te helpen, biedt dit hulpmiddel 
aanwijzingen in de handelingsruimte binnen de wet- en 
regelgeving. Zo kan er vroegtijdig gestart worden met het 
voorbereiden op gevraagde minimale eisen of 
standaarden. En reflecteren op acties om tot mensgerichte 
en betrouwbare AI-toepassingen te komen.



General Lesson

The future in medical imaging is in 
Data Science Developments
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General Lesson

The future in medical imaging is in 
Data Science Developments

When applied carefully with the aim to support and facilitate 
healthcare practice and continuously evaluated and adapted 

to current possibilities and needs. All with a strong 
emphasis on technical, clinical, ethical and legal validation.
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Want to learn more about the use of artificial 
intelligence (AI) in healthcare?

Follow our free online course

'How Artificial Intelligence can
support Healthcare'

Discover how AI can be used to improve 
patient care and gain a deeper understanding 

of AI implementation in health professions.

https://www.futurelearn.com/courses/how-artificial-intelligence-can-support-healthcare

https://www.futurelearn.com/courses/how-artificial-intelligence-can-support-healthcare


Contact us

linkedin.com/company/dash-umcg

dash@umcg.nl

umcgresearch.org/w/dash

twitter.com/DASH_umcg


